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ABSTRACT

P values linked to null hypothesis significance testing (NHST) is the most widely (mis)used method of sta-
tistical inference. Empirical data suggest that across the biomedical literature (1990-2015), when abstracts
use P values 96% of them have P values of 0.05 or less. The same percentage (96%) applies for full-text arti-
cles. Among 100 articles in PubMed, 55 report P values, while only 4 present confidence intervals for all the
reported effect sizes, none use Bayesian methods and none use false-discovery rate. Over 25 years (1990-
2015), use of P values in abstracts has doubled for all PubMed, and tripled for meta-analyses, while for some
types of designs such as randomized trials the majority of abstracts report P values. There is major selective
reporting for P values. Abstracts tend to highlight most favorable P values and inferences use even further
spin to reach exaggerated, unreliable conclusions. The availability of large-scale data on P values from many
papers has allowed the development and applications of methods that try to detect and model selection
biases, for example, p-hacking, that cause patterns of excess significance. Inferences need to be cautious as
they depend on the assumptions made by these models and can be affected by the presence of other biases
(e.g., confounding in observational studies). While much of the unreliability of past and present research is
driven by small, underpowered studies, NHST with P values may be also particularly problematic in the era
of overpowered big data. NHST and P values are optimal only in a minority of current research. Using a
more stringent threshold, as in the recently proposed shift from P < 0.05 to P < 0.005, is a temporizing
measure to contain the flood and death-by-significance. NHST and P values may be replaced in many fields
by other, more fit-for-purpose, inferential methods. However, curtailing selection biases requires additional
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measures, beyond changes in inferential methods, and in particular reproducible research practices.

1. Introduction

Null hypothesis significance testing (NHST) and P value thresh-
olds such as 0.05 have long been a mainstay of empirical work
in the sciences. Increasingly, however, statisticians and other sci-
entists concerned with learning from data have come to recog-
nize major shortcomings in the way these methods are used.
This paper, based on an invited plenary address to a recent ASA-
sponsored workshop on statistical inference, summarizes recent
empirical work on the use and misuse of P values and places in
context what we have learnt towards solving this conundrum.
In what follows, Section 2 summarizes empirical results
from a database of 13 million abstracts and 844 thousand full
articles taken from PubMed Central between 1990 and 2015.
Section 3 discusses how bias emerges from a multilayered
selection process that leads to specific reported P values. Sec-
tion 4 describes and discusses a variety of proposed remedies
intended to address the problem of selection bias. These include:
(4.1) alternative approaches to inference (effect sizes and con-
fidence intervals, Bayesian methods, changing the P value
threshold); (4.2) attempts to model the selection process (the
P value curve and meta-analysis of publication selection); (4.3)
examples of alternatives based on context and goals; and, finally
(4.4) how reproducible research practices might offer the best
solution. A concluding section offers some final thoughts.

2. Empirical Results: NHST is Widespread and
Reliance on P Values Increases Over Time

There are over 100 million published articles in the scientific lit-
erature (Khabsa and Giles 2014), and a substantial proportion
of them use data. Among those that use data an increasing pro-
portion use also some tools of statistical inference beyond sim-
ple description. Different scientific fields use different statistical
tools by tradition, but their traditions are not necessarily justi-
fied or fit-for-purpose. Convenience, inertia, poor quantitative
and statistical training of scientists, and lack of initiative from
journals and funding agencies may perpetuate the use and mis-
use of those tools (Szucs and Ioannidis 2017a).

In particular, the use and misuse of P values is, arguably, the
most widely perpetrated misdeed of statistical inference across
all of science (Chavalarias et al. 2016). NHST coupled with the
use of P value thresholds dominates most fields in the biomedi-
cal and life sciences, social sciences, and physical sciences. Most
fields use P value thresholds of 0.05 to differentiate in black-and-
white fashion between “significant” and “nonsignificant” results.
Exceptions do occur, for example, the use of P value thresh-
olds of 3 x 1077 (5 sigma) in high-energy physics of 5 x 1078
(genome-wide significance) in genome epidemiology, but they
are relatively uncommon when the scientific literature is seen in
its total volume.
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The remainder of this section first describes a database
of published biomedical literature, then summarizes results
obtained from text mining of this database (Chavalarias et al.
2016).

® The database from PubMed and PubMed Central

The results presented in this section are based on a survey
of the entire biomedical literature published during the quarter-
century from 1990 to 2015. Text mining was used to assess
the presence of P values in the abstracts of 16.2 million items
(13.0 million of which had an abstract). Similar text mining was
performed in PubMed Central (PMC) for 844,000 full-text arti-
cles. For details, see ref. 3. Across this large corpus of biomedical
literature, when abstracts use P values 96% of them have P values
of 0.05 or less. The same percentage (96%) applies for full-text
articles. This is too good to be true. Dissecting the use and mis-
use or P values may explain why.

e The use of null hypothesis significance testing and
P value thresholds is widespread

The proportion of PMC papers with P values in their abstract
or text is 51.1% for all papers. However, this figure is an underes-
timate, because the text mining could not capture most P values
embedded in tables and figures. Manual evaluation of the full
articles (including tables and figures) in a sample of 100 ran-
domly selected articles from PubMed, found 55 that report P
values. The use of other tools of statistical inference is rare or
nonexistent: of the 100 papers, four report confidence intervals
for all the reported effect sizes, none uses Bayesian methods, and
none uses methods based on false discovery rates.

® The rate is higher in clinical journals and in meta-analyses

Although the use of P values is widespread, there are cate-
gories of studies for which the percentage reporting p-values
is substantially higher than the overall rate. Among these cat-
egories are:

Overall (all papers) 51.1%

Articles published in core clinical journals 78.4%
Meta-analyses 82.8%
Randomized controlled trials 76.0%
Other clinical trials (excluding randomized controlled trials) 75.7%

To the extent that P values are misused, or are used in place
of other more suitable methods, these high percentages are par-
ticularly concerning.

® Reliance on P values is increasing over time

The same survey (Chavalarias et al. 2016) suggests that the
use of P values has increased over the 25 years covered by the
sample. For all Pubmed abstracts, the percentage of abstracts
reporting P values doubled from 8% in 1990 to 17% in 2015; the
rate tripled for meta-analyses. For some types of designs such
as randomized controlled trials, about 60% of articles currently
have some P value(s) in their abstracts. Of note, the proportion
of articles that have P values in the full-text is much larger (as
shown above) than the proportion of those that have P values
in the abstract. Abstracts are, of course, highly prominent as
they represent the fagade of articles in terms of what they
communicate.

® The “typical size” of reported P values is 0.01, more or less

Most of the reported P values are modest. An exception is
the tiny fraction (0.4%) of those presented with exponents of 10
(e.g., 2 x 10-8) or “EXP” of “E” notation, for which the mean
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-log(P value) is around 9, the other P values have an average
-log(P value) of 2, corresponding to P = 0.01.

Why should the widespread and growing reliance on P values
be such a concern? A main reason is selection bias. As described
in the next section, selection operates at many levels, and the
resulting bias substantially inflates the rate of false alarms in the
published literature.

3. Selection Effects: The Typical Direction is Toward
Claiming Greater Significance

“Selection” refers here to the collection of choices that lead
from the planning of a study to the reporting of P values. The
premise of this section is that such selection occurs in many
ways, at many steps in the analysis of a data set or study. At
each step, there are choices to be made, and with each choice,
there is an opportunity to shape the presentation of results.
Section 3.1 offers simple empirical evidence of selection bias,
namely, a tendency to choose smaller (more significant) P
values for inclusion in a paper’s abstract. Expanding on this
theme, Section 3.2 describes four expanding sets of choices,
four layers of selection, as a frame for thinking about sources
of bias in the analysis of data. These sets of choices are rarely
reported in full transparency, and so remain hidden from the
reader. However, the placement of P values within the sections
of an article (3.3) provides a way to track some of the selection
bias. Cherry-picking is more pronounced in the most compet-
itive journals (3.4). Big data sets, which offer greater scope for
pattern searching, are correspondingly at greater risk for false
positives (3.5).

3.1. PValues in the Abstracts are More “Significant” than
P Values in the Full Text

Abstracts offer authors the best opportunity to say they have
something important to present. If there is a selection bias at
work in the choice of which P values to highlight, we would
expect to find that bias to show up in a comparison of P values in
the abstract with P values in the full text. Specifically, we would
expect an author to select for the abstract some of the more
impressive of the P values reported in the full text. As a mea-
sure of the selection effect, we use the ratio of papers/abstracts
reporting P values at 0.05 to those reporting P values < 0.001.
For the papers in the full text sample (Chavalarias et al. 2016),
the number of P values at 0.05 exceeds by 11% the number
of P values at 0.001 or less. However, the opposite in seen in
the abstracts of these papers, where P values of 0.05 are 41%
fewer than P values of 0.001 or less. Clearly, there is conscious
or subconscious selection of more impressive P values in the
abstracts.

The selection gradient is more steep in the Core Clinical Jour-
nals category where in the abstracts P values of 0.05 are 73%
fewer than the P values of = <0.001, while in the full text they
are only 16% fewer.

The comparisons here are based on observable data, but they
are merely the visible manifestation of a multilayered selection
process.
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3.2. Layers of Selection for P Values: Which P Values Get
Reported

One can think of layers of selection that are applied in the pre-
sentation and highlighting of results through P values.

¢ The universe of all Pvalues obtained in all the analyses con-
ducted during a scientific process. Unless everything is rig-
orously prespecified (an uncommon scenario) there can be
many trail-and-error efforts at different analyses, a “garden
of forking paths” as Andrew Gelman has characterized the
process (Gelman 2014). With few exceptions, these itera-
tions and forking paths are not yet documented anywhere.
The next layer:

e All the P values that other analysts that other authors
may obtain, if the original authors can make the data and
script/code for their analysis available. If only the data are
available without the guidance of a specific analysis plan,
one can explore still more options:

¢ All possible analyses that might be run, for example, using
different modeling choices, different adjustments for mul-
tivariable models, or different definitions for variables of
interest. This can give a sense of the magnitude of the
“vibration of effects,” that is, by how much results can vary
depending on the endorsed exact analytical choices (Patel
et al. 15). This layer of variability is of course conditional
on the data made available, and does not take into account
whatever tailoring the authors may have done to arrive at
the version of the data made available to others. Thus, there
is a final layer:

o All possible results from pre-processing of the data, for
example, trying multiple covariates but only making avail-
able in public those included in the “nicest” model (the
one presented in the paper). In the absence of full pre-
registration (Chambers 2013), there is no obstacle to such
an approach.

Empirical evaluations (Patel et al. 2015) of the vibration of
effects (obtained with different analyses) has shown that if there
is sufficient data and degrees of freedom for choices of models
almost any result can be obtained. This results in the “Janus phe-
nomenon” where totally opposite results are possible to obtain
routinely provided there are sufficient degrees of freedom (Patel
et al. 2015).

Most of the time data and script/code are not available, so
these selection dilemmas are hidden from an outsider examin-
ing a report of a study. However, what can still be visible is the
extent of selection within different sections of a published paper.

3.3. Selection Within Sections of a Paper

Section 3.1 compared the set of P values reported in the full text
of an article with the set of P values reported in the abstract. The
main finding was that P values chosen for the abstract tended
to show greater significance than those reported in the text, and
that the gradient was more pronounced in some types of jour-
nals and types of designs. It is useful to extend this approach by
defining a hierarchy of prominence for the location of reported

P values within an article.
(a) Tables and figures tend to offer the most comprehen-
sive recording of results, although even these may be

cherry-picked from among several analyses of the data.
Unfortunately, as noted before, text mining is not con-
sistently able to recognize P values reported in tables
and figures.

P values chosen for discussion in the text constitute a
subset of all P values, and are typically chosen for discus-
sion either because of interest, but occasionally because
of some anomaly.

(c) P values chosen for the abstract are even more likely to
be chosen for impressive significance (Chavalarias et al.
2016) and are sometimes accompanied by implausible
effect sizes (Gotzsche 2006).

Finally, at the top of the hierarchy, are the P values taken
most seriously by the authors in reaching their conclu-
sions. Conclusions have been documented empirically to
depend very often on “spin” (Boutron et al. 2014). With
spin, results that fail to register formally as statistically
significant can still be taken as “significant”

The typical direction of bias is towards claiming more sig-
nificance as one moves through these selection steps. Of course,
there can be exceptions to this rule, as in some cases nonsignifi-
cant P values are more attractive, for example, in noninferiority
studies, but these tend to be the minority. Also, the exact use
of and selection bias on P values at these different steps may

depend on the type of discipline and the journal where research
is published.

(b)

(d)

3.4. Cherry Picking in the More Competitive Basic Science
Journals

For most journals, the tabulated results are likely to be more
complete and less selective than the one or few P values high-
lighted in the abstract. However, for extremely competitive basic
science journals such as Nature, Science, and PNAS, we have
observed (Cristea and Ioannidis 2018) that when authors use P
values in a Figure or Table (something they do increasingly over
time) these P values are almost uniformly statistically signifi-
cant. This uniformity of significant P values suggests that cherry-
picking has already happened at the step where results are tab-
ulated. It is reasonable to infer that “artificial scarcity”—the
availability of very limited print space in prestigious journals—
creates pressure to report impressive results (Young et al. 2008).

3.5. P Values, Big Data, and False Positives

An emerging compounding problem is the increasing availabil-
ity of massive databases that can be analyzed in many scientific
fields. While the typical challenge for most scientific work to
date has been the conduct of underpowered studies (Szucs and
Ioannidis 2017b), “big data” is bringing the reverse challenge of
overpowered studies. Massive data sets expand the number of
analyses that can be performed, and the multiplicity of possible
analyses combines with lenient P value thresholds like 0.05 to
generate vast potential for false positives. As just one extreme
example, an analysis of the entire Swedish population might
conclude—if results are taken at face value using lenient P
value thresholds—that three quarters of medication classes
are associated with cancer risk: obviously an impossible result
(Patel et al. 2016).
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Research application

Is NHST a good choice?

Developing a prognostic score for CVD?

Assessing a diagnostic test for depression?
Evaluating medical therapies in randomized trials?
Mining electronic health records?

Mining big data from metabolomics?

Assessing whether to exclude women athletes
with high testosterone should from the Olympics?

No, selection of variables should not use NHST or use very lenient Type 1 error

No, absolute magnitude of improvement in diagnostic performance matters more
Mostly no, the “2 trials with P < 0.05" rule has modest discriminating performance
No, specificity of P < 0.05 in searching for genuine effects is very low

No, except for screening, and only with multiplicity-corrected P values thresholds
No, magnitude of the competitive advantage

Is what matters

Unfortunately, it is easier to document the problem than to
offer a simple, effective solution. We next consider some pro-
posed remedies.

4. Some Proposed Remedies

This section summarizes four sets of proposed remedies: alter-
native approaches to inference (4.1); examples of fit-to-purpose
measures (4.2); attempts to model the selection process (4.3);
and standards for reproducible research (4.4).

4.1. Alternatives Approaches to Inference and
Complements to P Values

We mention here well-known alternatives to null hypothesis
testing via P values at the 5% level: effect sizes, confidence inter-
vals, methods based on false discovery rates, Bayesian methods,
and a change to far more stringent thresholds for P values.

Within the frequentist framework, some have proposed
more extensive and routine use of effect sizes and confidence
intervals as alternatives or complements to null hypothesis
testing using P values. Surely, such a change could help many
papers become more understandable and less often misleading
for both experts and users, especially for decision-making
in medical applications. Across the biomedical literature the
proportion of abstracts (11%) that report at least one effect size
is a bit less but roughly the same as the proportion of abstracts
(12.5%) that report at least one P value (Chavalarias et al. 2016).
For large-scale inference, methods based on the false discovery
rate may be more appropriate in many if not most papers that
currently use P values, and, of course, Bayesian methods offer
yet another approach. However, it is not clear that greater use
of these alternative approaches would substantially diminish
bias from selective reporting of the sort described in Section 3,
because similar biases can be present regardless of the approach
to inference used.

Meanwhile the widespread and expanding use of P values
suggests the urgency of our need for change. The recent proposal
(Benjamin et al. 2017) to lower the traditional threshold for
declaring significance from 0.05 to 0.005 should be seen mostly
as a temporizing measure, a dam to contain the flood. Many
caveats exists for such an approach, most of them raised in the
original paper (Benjamin et al. 2017); their discussion is beyond
the scope of the current paper. If applied across the biomedical
literature of 1990-2015 surveyed in (Chavalarias et al. 2016), the
proposed threshold of 0.005 will change the characterization of
about one third of the P values that are reported in the abstract
and considered statistically significant. To the extent that the
large majority of these P values reflect spuriously significant
associations due to selection bias, a change to the more stringent

threshold is likely to do more good than harm. The benefit may
apply both to the (generally more appropriate) interpretation of
past literature and the generation and reporting of new studies
(Ioannidis 2018). All the same, changing the threshold cannot
directly address the threat of selection bias.

So far, we have considered only broad-brush changes:
greater use of effect sizes and confidence intervals, methods
based on false discovery rates, Bayesian methods, and more
stringent thresholds for declaring a result significant. For a
great many applied problems there is a fit-to-purpose measure
that is more suitable than the observed significance level for
NHST.

4.2. Specific Examples Based on Context and Goals

In most fields and with most types of study designs, NHST
should not be the default choice for analysis. Table 1 lists a
(nonrandom) sample of some common questions that arise in
biomedical research.
None of these applications seems to be a good fit to for NHST:
® A prognostic score should be developed either with-
out using statistical significance for choosing variables to
include, or else using a very lenient Type I error rate such
as alpha = 0.2 or even higher rather than 0.05.
¢ For estimating diagnostic performance metrics, P values
from testing against the null are not meaningful. The mag-
nitude of the improvement in sensitivity and specificity
is what matters, not whether the null hypothesis of no
improvement can be rejected.
® Randomized trials have used P values routinely, but sim-
ulations suggest (van Ravenzwaaij and Ioannidis 2017)
that they are suboptimal and the rule of “Two trials with
P < 0.05” for licensing is problematic.
¢ In the big data environment of electronic health records of
omics, P < 0.05 makes no sense: It has negligible specificity
and can lead to myriad false positive results.
¢ Finally, a recent consultation concerned the question,
“Should women athletes with high testosterone be
excluded from the Olympics?” The proponents of this
exclusion use results from a paper (Bermon and Garnier
2018) that shows a barely significant difference between
women with high and low testosterone (details omitted).
However, the magnitude of the difference is tiny. Taking
99% confidence intervals into account, the possibility of
a 10% advantage (the disqualifying limit) can be clearly
excluded.
® Neither the broad-brush changes of 4.1 nor the more nar-
rowly tailored statistical inference tools address directly the
threat of selection bias. We turn next to proposals for mod-
eling the selection process.
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4.3. Attempts to Model the Selection Process

The large-scale availability of P values that can be readily
extracted has led to interesting models that try to differentiate
(a) distributions of P values in a body of literature commensurate
with bias (e.g., p-hacking for passing traditional thresholds of
statistical significance (Szucs 2016) from (b) those distributions
that are most compatible with genuine discoveries of non-null
associations and effects in the absence of such bias. The assump-
tions of each of these modeling approaches need to be carefully
considered. An increasingly popular approach are P-curves,
curves that plot the distribution of P values in a set of studies.
It is speculated that a P-curve analysis (Simonsohn et a. 2014)
may differentiate between bias and genuine discoveries. Such P-
curves (Simonsohn et al. 2014) may indeed work quite well for
randomized experimental studies with no other sources of bias.
However, P-curves are sensitive to even tiny bias, correspond-
ing to distortions of the effect sizes by 0.01 standard deviations
in a setting of observational studies with confounding. Such a
bias, through tiny, can generate a spurious P-curve that resem-
bles genuine discoveries when in fact it is a mere artifact of con-
founding and omitted variable bias (Bruns and Ioannidis 2016).

Other approaches that can benefit from large-scale availabil-
ity of P value data aim to model the publication selection process
over time. When data from large collections of studies or from
hundreds or thousands of meta-analyses are available one can
assess the average pattern of selection. Consider, for example,
the potential strength of publication bias for initial studies, early
replication, and later replications (Pfeiffer et al. 2011). The selec-
tion forces may depend on the circumstances and the availability
of prior evidence on the same question, as, for example, in the
“Proteus phenomenon” (Ioannidis and Trikalinos 2005), where
once a highly significant result is prominently published, there
is a window of opportunity in the next year or two to publish a
result that is totally opposite to the original. Furthermore, one
can model average biases in sets of multiple studies, but, unfor-
tunately, it is not possible to apply the averages to correct the
results of any one particular study.

Meta-analyses can fix only a part of the problem of selective
reporting. Sometimes different selection effects will have oppo-
site directions and may cancel out, but more frequently, they
may become more prominent. In this sense, meta-analyses may
be useful in that a large body of literature can show the bias in
sharper relief (Fanelli, Costas, and Ioannidis, 2017).

None of the proposed changes considered so far in this
section can offer a head-on challenge to the threat of selection
bias. In long term, the only direct protection must come from
standards for reproducible research.

4.4. Reproducible Research is Key to Addressing Selection
Effects Head-On

Given the shortcomings of proposed remedies and the vulner-
ability to selection bias present in all approaches to inference,
that bias cannot be prevented even by requiring authors to make
available both their data and the script or code used for the anal-
ysis. Unless this script and code were preregistered (Chambers
2013) it is not possible to tell whether the analysis plan was
pre-specified or that it represents the final step of an extreme

data exploration that remains unshared. Selection biases may be
manageable mostly with improvements in reproducible research
practices, such as better transparency, pre-registration, availabil-
ity of all raw data and software code, greater collaboration and
openness among scientists, and the adoption of rewards and
incentives that can facilitate such behavior (Munafo et al. 2017).

5. Concluding Thoughts

In conclusion, the use of P values has become an epidemic
affecting the majority of scientific disciplines. Decisive action is
needed both from the statistical and wider scientific community
(Wasserstein and Lazar 2016). Strong selection biases can make
almost everything (seem) statistically significant and it is very
likely that these biases do operate in many, probably most sci-
entific fields that use P values, especially with lenient P < 0.05
thresholds for claiming success. Implausibly, 96% of the biomed-
ical literature that uses P values in the abstract or in the full text
claims statistically significant results (Chavalarias et al. 2016).
Empirical data combined with plausible argument show that
selection effects occur at multiple steps in the process of analyz-
ing data and presenting the results, and that these strongly bias
the selection of P values in the direction of greater significance. It
has even been argued (Fanelli 2010) that fields with the highest
proportion of significant claims may be least reliable, and that
this ecological relationship can serve as the basis for a hierarchy
of scientific fields.

NHST and P values are inherently most suitable/optimal
for only a minority of current research. Using a more strin-
gent threshold is a temporizing measure to avoid death-by-
significance. NHST and P values may be replaced in many
fields by other inferential methods that will be more fit for
reading the results, understanding what they mean, and (when
needed) acting on them. However, curtailing selection biases
will still require additional drastic measures rather than just a
change in inferential method. Changes in the choice of inferen-
tial methods do not necessarily address the threat of selection
bias head-on. The only direct protection against selection bias
is to embrace reproducible research practices, including careful
choice and layout of study design and hypotheses with speci-
fied and registered in advance methods and analyses, whenever
appropriate.
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